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Abstract—Analyzing data and creating effective visualizations
often requires extensive domain expertise. For users with less
experience, it can be difficult to know how to get started with
exploratory data analysis (EDA) and how to approach the code.
Chatbots can reduce the gap between analysis outcomes and user
expectations by leveraging multi-turn conversations to provide a
more natural interface between the user and computer-agent. To
inform the design of future visual EDA chatbots, we conduct a
survey and interview study with ten potential users. Our results
suggest that users want a visual EDA chatbot that can make
exploratory data analysis easier, while also augmenting their
knowledge of visualization and analysis techniques. Between the
initial survey and post-interview questionnaire, we saw increased
optimism overall for the usefulness and anticipated analytic
ease of visual EDA chatbots. Based on these results, we identify
four key design guidelines: future visual EDA chatbots should
(1) understand the user’s data and intent, (2) respond with useful
visualizations, (3) leverage the history of the visualizations and
data, and (4) produce verifiable and shareable analysis processes.

Index Terms—Chatbots, exploratory data analysis, visualization,
visual analytics

I. INTRODUCTION

Exploratory data analysis and visualization are crucial steps
towards better understanding the characteristics and insights
from the data. However, the barrier for entry to exploratory data
analysis, visualization, and other analytic tasks remains high
and often requires extensive training or domain expertise. While
systems like Tableau [1] are designed to make visualization
creation easier, this approach still requires familiarity with
the systems and data to get started. More recent visualization
recommendation techniques aim to further ease this burden
by automatically presenting interesting visualizations to the
user [2]–[10]. Despite this added support, users maintain the
core responsibility for steering the analysis process to realize
their unique needs.

In this work, we study conversational interfaces for ex-
ploratory data analysis (EDA) and find that they can provide
several benefits over existing methods of EDA and natural
language visualization generation. For example, ease of use for
chatbots can lower the barrier of entry for inexperienced users
and increase the speed that analytic tasks are completed. A
visual EDA chatbot can also act as a collaborative agent in the
analysis process to suggest interesting visualizations or analytic
directions, which can help users gain a deeper understanding
of the data without requiring them to recall or learn the exact
programmatic or system steps that would otherwise be required.

Within the realm of visualization and EDA, prior work
has mainly focused on expressing visualizations in natural
language [11]–[15], so we build on this foundation to focus on
the more challenging problem of employing a conversational
approach to enable visual EDA and insight discovery.

To better understand the expectations for a visual EDA
chatbot, we conducted an interview study with ten potential
users to understand their unique visualization and analysis
needs. Users wanted a chatbot that could augment their ability
to do visual EDA by making suggestions about relevant insights
to inspect, analytic directions to explore, or new visualizations
to consider. Users also wanted to be able to verify and share
the analysis with collaborators or in future analysis sessions.

Based on these interviews, we propose four design guidelines
for future chatbots for exploratory data analysis and visualiza-
tion (see Section V). In particular, chatbots for visual EDA
should (1) understand the user’s data and intent, and (2) respond
with useful and relevant visualizations for the user. To ensure
that the chatbot is effective and useful, it should (3) leverage the
history of the visualizations and data, to ultimately (4) produce
explainable, verifiable, and shareable analysis processes.

II. RELATED WORK

Chatbots work best with tasks where the input and responses
are straightforward [16]–[18], [18]–[22].

Chatbots have been developed for a wide variety of ap-
plications, including social needs screening [23], customer
service [20], healthcare [24], advertising [25], surveys [26],
authorship attribution [27], commerce [28], suicide preven-
tion [29], among many others [18]–[21]. For further details on
other application-specific chatbots, see [21], [30]. Our goal is
a novel type of chatbot for visual EDA.

Prior works have performed interview studies focused on the
data exploration and visualization needs of data analysts [31]–
[33]. A few works have studied how chatbots can be used to
analyze data. Ravi et al. explored using chatbots for communi-
cating business insights from raw web analytic data [34]. The
bot responds to single queries in tabular data and does not
address visualizations that are fundamental to our problem.

For exploratory data analysis, chatbots are most useful when
the user has access to a screen to visually view the results before
further exploration via voice or natural language queries. Some
recent work proposed a preliminary framework for developing
chatbots for general data analysis [35]. However, little work has
explored the unique challenges and opportunities for leveraging
chatbots in visual exploratory data analysis. In this work, we979-8-3503-2445-7/23/$31.00 ©2023 IEEE



conduct a user study and propose four guidelines for designing
chatbots for visual exploratory data analysis.

Natural language has recently been used to specify visual-
izations, making it easier for users to visualize their data [11]–
[15]. DataTone [12] supports user-specifying visualizations
using NL. Articulate [36] generates visualizations derived from
user queries. FlowSense [37] uses NLIs for exploratory data
analysis (one query at a time). NL4DV is a Python toolkit for
incorporating NLIs into other visualization systems [38].

Some preliminary work called Eviza [39] focused on
preserving the context between two queries (the previous and
the subsequent one), while Evizeon [40] extended that work
to multiple queries. Both approaches are based on simple pre-
defined pragmatic rules and thus lack any true intelligence and
ability to generalize beyond the tiny set of supported queries.

While chatbots designed for visual exploratory data analysis
can offer many important advantages, they have yet to be
explored. To our knowledge, this paper is the first to introduce
design guidelines for developing chatbots for visual EDA.

III. STUDY METHODOLOGY

To inform the design of future visual exploratory data analysis
chatbots, we conducted a three-part study consisting of a pre-
survey, a semi-structured interview, and a post-survey. We
completed six pilot interviews to refine the survey & questions.

Pre-Survey. The pre-survey included 25 questions that served
the dual purpose of gathering information about participants’
prior experience and perception of exploratory data analysis
and chatbots, as well as scheduling for the optional follow-up
interview. The first set of questions asked about the participant’s
experience with chatbots and voice user interfaces (VUIs). The
second block of questions asked about the participants’ prior
visual EDA experience. The third block of questions included
six 7-point Likert scale usefulness questions adapted from the
Technology Assessment Model (TAM) [41] and four questions
about potential features for a visual EDA chatbot.

Interview. Each interview lasted 30 minutes. The interview
began with a general explanation of chatbots and a description
of chatbots for visual exploratory data analysis. The first set of
questions covered the visual EDA experience. The interviews
then asked participants our primary research question:

“imagine a chatbot for visual exploratory data analysis
that has no limitations... what would the top three
features be that you would look for in this chatbot?”

Once the participants enumerated their initial ideas, we intro-
duced a simple paper prototype to prompt further discussion.
Participants were then asked to describe any new ideas for
features, and whether or not their top three features remained
the same. Next, participants were asked to describe the desired
behavior for their top feature in detail. Participants were then
asked for their preferences regarding the general behavior of
the chatbot. Finally, participants were asked to reflect on the
anticipated advantages and disadvantages of an ideal chatbot
for visual EDA.

Post-Survey. After the interview, participants completed a
survey that included the TAM-adapted instrument from the
pre-survey, the same four questions about chatbot features, and
an open-ended question about the visual EDA process.

Analysis. We exported survey data from Qualtrics and analyzed
the results using a combination of Microsoft Excel and
RStudio. To analyze the interviews, we used an inductive
thematic analysis [42] approach to code the data and identify
emerging themes, such as the expected features, benefits, and
disadvantages of an EDA chatbot.

Participants. To recruit participants, we distributed a flyer
describing the study through email in two large corporations and
one university. Twenty-six people responded to the initial survey.
Twelve survey participants indicated a desire to participate in
the interview, two of whom had scheduling conflicts, leaving
us with ten interview participants. In this paper, we focus on
the data from the ten participants who completed all three parts
of the study.

Participant ages ranged from 23 to 55 (mean 30.6, stdev
9.08). Five women and five men participated. All participants
had at least a four-year degree, and six had a graduate degree.
Participants were split evenly between industry and academic
jobs; 90% worked with data for their jobs.

IV. STUDY RESULTS

Overall, we found that participants wanted a visual EDA chatbot
that would make their jobs easier. Ninety percent of participants
had experience creating visualizations using tools such as D3
and Tablaeu, and regularly worked with data for their jobs.
However, all ten participants had neutral to negative views of
chatbots at the start of the user study (mean 3.1 on a 7-point
Likert scale). During the user study, participants shared several
crucial features they expected in a visual EDA chatbot and
further reflected on their perceptions about the usefulness of
such a chatbot.

A. Requested Features for Visual EDA Chatbots

Participants requested features that would make the chatbot
easier and more useful to them, such as support for creating
and modifying visualizations, quick summarization of the data,
explainable analysis processes, and multi-modal interaction.

1) Quick Data Summarization: 50% of the participants
mentioned that the chatbot should be able to quickly give
an overview of the data (P4, P5, P8, P9, P10). One participant
noted that such summarization “could be statistical measures
like mean, standard deviation, etc.” (P4), but further explained
that the main reason a quick overview would be useful is
that “I feel like my biggest struggle is trying to figure out
where I should start... it would be nice to have a chatbot
point out interesting places or even different values for
measures that might look different across different groups” (P4).
However, participants noted that this summarization does not
only occur at the start of the analysis process; participants
wanted the chatbot to present visualizations that could give an
understanding of the overall trends in the data and generate
summary reports of the analysis process.



2) Visual Design, Customization, and Recommendation:
One participant noted that the chatbot could make it easier to
create visualizations, thus offloading some of the programming
burdens: “I don’t have a lot of experience and I have to
actually look up what commands that I need to use to
generate this kind of visualization” (P4). The ability to modify
existing visualizations was also important, such as the ability
to “alter colors” (P9), “zoom in” to specific areas (P5), and

“highlight” important information (P5). Beyond simply creating
visualizations, participants saw the chatbot as an assistant
to give feedback on existing visualizations and to suggest
novel visualizations that could better convey the information
of interest. Participants were particularly interested in the
chatbot’s ability to augment their knowledge (P3, P5, P6,
P8) by teaching the principles of visualization design and
helping them understand when different visualizations are
useful. To this end, 60% of participants mentioned effective
visualization recommendations as a crucial feature for a visual
EDA chatbot (P3, P5, P6, P8, P9, P10). For example, one
participant explained that “ Maybe you rank [the visualizations]
and it would be great to see what it feels like for them so that
I can have a sense of what it looks like” (P3).

3) Trust and Explainability: Some participants had differing
opinions about the potential for a visual EDA chatbot, primarily
revolving around questions of trust and reliability. Notably, 80%
of the interview participants listed trust issues as reasons not
to use the chatbot. Participants were generally concerned about
the accuracy of the visualizations and data assessments that the
chatbot would produce. In order to improve transparency for
the analysis process, some participants noted that it would be
helpful to export the analysis process for manual verification
by the user. For example, when reflecting on how a chatbot
would perform the analysis, P10 noted that “ I guess [the
chatbot] did some fine-tuning or processing to the datasets
behind it, so maybe translating those kinds of conversations
into a series of query expressions will help us understand [the
behavior].” Other participants wanted to export the analysis
process and code used to generate the visualizations to share
with colleagues and superiors for verification and replication
purposes. One participant explained that “The conversation I
had with the chatbot is some my thought process, so if it can
be organized in a nice smart way, then it would be really nice
to share the results with other people” (P5).

Explainability is one way in which the chatbot could support
verification and enhance trust; another approach is for the
chatbot to explain what it could do and what capabilities it
has. For example, one participant noted that “I should know
the system’s capability. What all can it understand?” (P1)
and another participant explained that “I would like to see
everything that it’s capable of upfront, so I can decide if it’s
worth using if it’ll even answer the question that I have” (P2).
Participants noted that the ability to provide clarity around
what interactions are possible is important for those who do
not have much experience with exploratory data analysis.

4) Multi-modal Interaction: Though a visual EDA chatbot
is inherently multi-modal because the visual channel is a

fundamental component of the interaction, participants wanted
the chatbot to support other interactions beyond voice and
natural language. When asked to reflect on whether the chatbot
should be part of a larger suite of applications or a standalone
system, participants generally felt that the system needs to exist
within a larger suite of applications (Figure 1). Participants
also noted the importance for the system to have opportunities
to interact with the data visually, through touch or mouse, and
via the keyboard to “combine different modalities to have a
more seamless experience” (P1). This interaction was also
important for helping the chatbot better understand the user’s
intent, because users could express or clarify their intent using
different modalities.

B. Perception After User Study & Prototype

Overall, participants had an increased positive perception
of a visual EDA chatbot after exposure to the interview
and prototype (Fig. 1). To measure this change, participants
answered six 7-point Likert scale usefulness questions adapted
from TAM and four questions about potential system features.

1) Usefulness: All six usefulness metric scores increased
after the interview and exposure to the prototype. The mean
score increase was 1.1, meaning participant agreement that the
chatbot would be useful generally shifted from “somewhat
agree” to “agree” (Figure 1). Participants agreed that the
chatbot would help them do EDA and visualizations more
quickly, improve performance, increase productivity, enhance
effectiveness, and simplify the visual EDA design process. For
example, P7 explained that “this is probably applicable to 80
to 90% of analytical professionals.”

2) Importance of Potential Chatbot Features: There was also
an increase in the positive ratings for three of the four potential
visual EDA chatbot features asked about in the user study. In
particular, participants’ desire to ask follow-up questions to the
chatbot increased from 5.8 to 6.8. The importance of the chatbot
having the ability to reason about prior conversations increased
from 5.1 to 6.7; notably, this increase was the highest recorded
change in any metric measured during the user study. Finally,
the importance of the chatbot to be able to reason about the
data and visualizations directly increased from 5.1 to 6.5 (see
Figure 1). Similar to the positive increases in the usefulness
metrics, these ratings show that participants generally felt more
optimistic about the possibilities for a visual EDA chatbot after
the interviews. The one exception was participants’ interest in
the chatbot being included in a larger software environment vs
being a standalone application, which decreased slightly from
6.1 to 5.8 (the smallest reported change in the ratings for any
metric). As discussed in Section IV-A4, participants saw some
value in using the chatbot as a standalone system but felt that
the chatbot and surrounding system should support a variety of
interaction types to navigate and view the data, visualizations,
and analysis procedure.

V. DESIGN GUIDELINES

The following guidelines emerged from our interviews. For
brevity, “chatbot” is used to refer to our visual EDA chatbot.



Fig. 1. Pre- and post-survey ratings for six usefulness questions and four questions about the utility of particular visual EDA chatbot features (1: Strongly
Disagree to 7: Strongly Agree). The circle size shows the number of ratings, the black line shows the mean score for each question, and the arrows denote the
amount and direction of change between pre-and post-survey. Overall, participants generally had an increased positive perception of the utility of the proposed
chatbot features.

Chatbots should understand the user’s data and intent,
and respond with appropriate insights. Users should be
able to upload any dataset of their choice and still have the
chatbot respond intelligently to their questions. As discussed in
Section IV-A1, the chatbot must therefore be able to understand
and reason about the user-uploaded data in order to quickly
summarize the data characteristics and most important insights.
During the user study, some participants expressed concern that
the chatbot would misunderstand their intent and therefore slow
down the analysis process. This potential for misunderstanding
felt particularly frustrating for participants who were not native
English speakers, especially in the face of a chatbot with
rigid requirements for expressing the intended functionality.
To ensure a smooth analysis experience, a visual EDA chatbot
should have advanced language processing skills to understand
what users mean by their queries quickly. These features would
make the chatbot feel more like talking to a human instead
of a computer like those in [43]. Furthermore, participants
wanted the chatbot to be more than just a basic tool to replace
their existing EDA methods. In particular, the chatbot should
leverage AI and machine learning to identify and share useful
insights about the data. Beyond simply suggesting interesting
data attributes or trends, the chatbot should further be able
to understand and explain why such trends occur to help
users make decisions. For example, P7—who is upper-level
management in a large data organization—explained that “I
want to make decisions and I want this analysis to be more
credible than my gut. Help my mind make a decision fast” (P7).
Finally, users wanted the chatbot to provide suggestions on
how the data could be improved to inform future EDA sessions.

Chatbots should respond with relevant and useful visu-
alizations about the user’s dataset. While most chatbots
are entirely text-based, for the visual EDA domain it is
essential for the chatbot to have a visual component in order
to better communicate the insights from the data and make
the results more interpretable at a glance. Users, therefore,
want the chatbot to help them understand their data with
useful visualizations (see Section IV-A2), affirming prior
research in this area [11]–[15]. To this end, the chatbot
should suggest effective visualizations and explain the utility

of different visualizations for different tasks, by leveraging
the knowledge of visualization best practices. Furthermore,
creating an effective visualization can involve more nuanced
characteristics such as annotations and highlighting or further
visual reasoning after the fact. The chatbot should therefore
understand the intricacies of the data and visualization designs
to iteratively update or produce new visualizations optimized
for the user’s most recent query.

Chatbots should appropriately leverage the history of the
visualizations, data, and insights. Chatbots must be able to
have a multi-turn conversation taking into account the sequence
of visualizations produced, the data insights detected (e.g.,
correlation, outliers, etc.), and the data attributes and values
used. This is in contrast to single query chatbots like those
in [34] and supports the work in [39] and [40]. The chatbot
should be aware of what topics have been discussed in the
conversation previously and be able to make inferences about
the user’s intent based on that knowledge. The chatbot should
be able to learn and adapt to the users’ preferences and flow
of the analysis process. An important part of this functionality
is that the chatbot should understand and reason about the
visualizations it creates, in order to discuss the insights with
the user. Additionally, some users expect the chatbot to maintain
knowledge about all previous conversations and the history of
the current analysis process. For example, one participant noted

“If it could remember models I’ve done in the past and the next
time I’m logging on it can be like ‘You did this. Do you want
to use the same model and for a new type of data?”’ (P6).

Chatbots should produce verifiable and shareable analysis
processes. The chatbot should be able to explain to the user
how and why it came to its conclusions about the data (see
Section IV-A3). This explanation can include descriptions of
what data contributed to which parts of a visualization, a
discussion of why the particular visualization is useful for the
chosen task, or details about the algorithm used to make a
particular calculation. To ensure that results are verifiable and
shareable, users should be able to export the entire conversation
and analysis procedure, which would allow users to investigate
and replicate the data analysis manually.



VI. LIMITATIONS AND FUTURE WORK

This work contributes a formative user study with ten partici-
pants about perceptions of and expectations for a visual EDA
chatbot. Future work should incorporate participants from other
backgrounds (outside US and highly educated individuals) as
well as increase the number of such participants in additional
studies or through user-centered design methodologies when
implementing a new visual EDA chatbot. (Section IV-A4), so
future work should explore the use of Voice User Interfaces
(VUIs) in such an environment. VUIs are the next step in
making the analysis process with a chatbot similar to the
process with human collaboration, making the proposed visual
EDA chatbot even more accessible.

VII. CONCLUSION

We conducted a survey and interview study with ten participants
to understand the features necessary to design an effective
visual exploratory data analysis chatbot. Participants generally
felt that a visual EDA chatbot should make their data analysis
process easier by providing quicker data summarization and
teaching fundamentals for effective visualization design via
explainable analysis procedures. Based on the results of this
user study, we identify four key guidelines for the design
of future visual EDA chatbots; in particular, a visual EDA
chatbot should (1) understand the user’s data and intent and
(2) respond appropriately with useful and relevant visualizations
by (3) leveraging the history of the visualizations and data,
to ultimately (4) produce verifiable and shareable analysis
processes. An effective visual EDA chatbot could expand access
to data analysis pipelines by providing an intuitive interface
in which to discuss and explore data, regardless of the user’s
particular data or programming expertise.
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